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Next: Choice Challenge: Design Experts Previous: Design Expert Figure 8.1 reveals the most important modules that make up the rules based on the expert system. The user interacts with the system through a user interface that can use menus, natural language, or any other style of interaction). The
output engine is then used to discuss both the expertise (extracted from our friendly expert) and the data specific to a particular problem that is being addressed. Expert knowledge is usually in the form of a set of IF-THEN rules. Specific case data include both user-provided data and partial conclusions
(along with certainty measures) based on this data. In a simple system based on fast-forward rules, specific data will be elements of working memory. Almost all expert systems also have an explanation subsystem that allows the program to explain its reasoning to the user. Some systems also have a
knowledge editor that helps an expert or knowledge engineer easily update and verify a knowledge base. One of the important things about expert systems is how they (usually) separate domain-specific knowledge from more general methods of reasoning and presentation. The general purpose bit (in the
dotted box in the picture) is called the shell of the expert system. As we can see in the picture, the shell will provide a output engine (and a knowledge presentation scheme), a user interface, an explanation system, and sometimes a knowledge base editor. Given the new kind of problem to solve (say, car
design), we can usually find a shell that provides the right support for the problem, so all we need to do is provide expert knowledge. There are many commercial expert system shells, each of which is suitable for a slightly different range of problems. (The expertise of systems in industry includes both
writing expert system shells and writing expert systems using projectiles.) The use of shells to record expert systems tends to significantly reduce development costs and time (compared to writing an expert system from scratch). Next: Problem Selection: Design Experts Previous: Designing Expert
Architecture Expert System Typical Expert Architecture System is shown in Figure 11.1. The knowledge base contains specific knowledge of the area, which is used by the expert to draw conclusions from the facts. In the case of a rules-based system of experts, knowledge in this area is expressed in the
form of a number of rules. The explanation system provides the user with information about how the output engine came to its conclusions. This can often be important, especially if the advice given is critical, with the medical diagnostic system. If the system used erroneous reasoning to reach its
conclusions, the user can see it by studying the data, data, System. The fact sheet contains specific data that should be used in a particular case to obtain an opinion. In the case of a system of medical experts, this information will contain the information received about the patient's condition. The expert
system user interacts with him through a user interface that provides access to the output engine, the explaining system, and the knowledge base editor. The output engine is part of a system that uses rules and facts to draw conclusions. The output engine will use a forward-looking, reverse chain or a
combination of the two factors to deduce the data available to it. The knowledge editor allows the user to edit the information contained in the knowledge base. The knowledge editor is not usually given to the end user of the system, but is used by a specialist engineer or expert to provide and update the
knowledge contained in the system. ShellNote's expert system notes that Figure 11.1 in the expert system shell contains parts of the expert system that do not contain domain-specific or case-specific information. This shell is a common toolkit that can be used to create a number of different expert
systems, depending on what knowledge base is added to the shell. CLIPS (C Language Integrated Production System) is an example of this shell. Other common examples include OPS5, ART, JESS and Eclipse. Symbolics Lisp Machine: an early platform for expert systems. In artificial intelligence, an
expert system is a computer system that simulates a person's ability to make decisions. Expert systems are designed to solve complex problems through reasoning through knowledge bodies, presented primarily as rules rather than through the usual procedural code. The first expert systems were
established in the 1970s and then developed in the 1980s. The expert system is divided into two subsystems: the output engine and the knowledge base. The knowledge base represents facts and rules. The withdrawal engine applies the rules to known facts to conclude new facts. Output engines may
also include explanation and debugging capabilities. History Early development Shortly after the dawn of modern computers in the late 1940s - early 1950s, researchers began to understand the huge potential of these machines for modern society. One of the first tasks was to make such a machine able
to think like people. In particular, to make these machines able to make important decisions the way people do. The medical/medical field has presented a tantalizing challenge to these machines for making medical diagnostic decisions. So at the end of the Immediately after the information age was fully
entered, researchers began experimenting with the prospect of using computer technology to emulate human decision-making. For example, biomedical researchers have begun to create computer systems for diagnostic applications in medicine and biology. These early diagnostic systems used patient
symptoms and laboratory test results as inputs to obtain diagnostic results. These systems were often described as early forms of expert systems. However, the researchers realized that there were significant limitations in using traditional methods, such as flow diagrams (12) (12) (13) statistical pattern
comparisons, 14 or probability theory. Formal introduction - Later developments This previous situation has gradually led to the development of expert systems that used knowledge-based approaches. These expert systems in medicine were the myCIN expert system, the expert system INTERNIST-I, and
later, in the mid-1980s, CADUCEUS. Expert systems were formally introduced around 1965 by the Stanford Heuristic Programming Project under the leadership of Edward Feigenbaum, sometimes referred to as the father of expert systems; the other key players were Bruce Buchanan and Randall Davis.
Stanford researchers have been trying to identify areas where expertise has been highly rated and complex, such as diagnosing infectious diseases (mycin) and identifying unknown organic molecules (Dendral). The idea that intellectual systems derive their strength from the knowledge they possess,
rather than from the specific formalisms and withdrawal schemes they use, as Feigenbaum said, was at the time a significant step forward, as past research focused on genetic computational methods, culminating in attempts to develop very general solutions to problems (primarily Allen Newell and
Herbert). Expert systems were among the first truly successful forms of artificial intelligence (AI) software. Research in expert systems has also been active in France. While in the U.S. the focus tends to be on rule-based systems, first on systems rigidly coded over LISP programming environments and
then on expert system shells developed by vendors such as Intelcorpli, in France the research focused more on systems developed at Prolog. The advantage of the projectiles of the expert system is that it is somewhat easier for them to use non-programmers. The advantage of Prolog environments is
that they are not oriented only to the rules if in this case; The Prolog environments provided much better a full logical environment of the first order. In the 1980s, expert systems expanded. Universities offered expert courses, and two-thirds of Fortune 500 companies used the technology in day-to-day
business activities. The interest has been international Generation Computer Systems project in Japan and increased funding for research in Europe. In 1981, the first IBM PC with PC DOS was introduced. The imbalance between the high availability of relatively powerful chips in PCs, compared to the
much more expensive cost of computing power in mainframes that dominated the corporate IT world at the time, created a new type of architecture for enterprise computing, called the client-server model. Calculations and reasoning can be made at a price that is ignorant with a PC. This model also
allowed businesses to bypass corporate IT departments and directly create their own applications. As a result, the client server has a huge impact on the market of expert systems. Expert systems have already been emitted in much of the business world, requiring new skills that many IT departments do
not have and do not want to develop. They were naturally suitable for new PC shells that promised to put application development in the hands of end users and experts. Until then, the main medium for the development of expert systems was high-quality Lisp machines from Xerox, Symbolics and Texas
Instruments. With the growth of computer and client server computing, vendors such as Intellicorp and Inference Corporation have shifted their priorities to developing PC-based tools. In addition, new vendors, often funded by venture capital (such as Aion Corporation, Data Neuron, Exsys and many
others), have regularly started to emerge. created by several expert-logical designers. SID has expanded the rules and created the software logic of synthesis of procedures many times greater than the rules themselves. Surprisingly, the combination of these rules led to a common design that surpassed
the capabilities of the experts themselves, and in many cases surpassed human counterparts. While some rules contradicted others, the top-level control options for speed and area provided a tie-break. The program was highly controversial, but was nonetheless used because of the project's budget
constraints. It was discontinued by logical designers after the completion of the VAX 9000 project. In the years leading up to the mid-1970s, expectations about what expert systems can achieve in many areas tended to be very optimistic. At the beginning of these early studies, the researchers hoped to
develop fully automatic (i.e. fully computerized) expert systems. People's expectations of what computers can do were often too idealistic. This radically changed after Richard M. Karp published his breakthrough breakthrough Reductiveness among combinatorial problems in the early 1970s. Its findings
describe what computers can do and what they can't do. Many of the computational problems associated with this kind of expert systems have certain pragmatic limitations. These findings laid the groundwork for the following developments on the ground. In the 1990s and beyond, the term expert system



and the idea of an autonomous artificial intelligence system largely fell out of the IT lexicon. There are two interpretations of this. One is that expert systems have failed: the IT world has gone further because expert systems have not fulfilled their more bloated promises. Another is the mirror opposite that
expert systems were simply victims of their success: because IT professionals understood concepts such as rule engines, such tools migrated from autonomous tools to the development of expert special purpose systems to be one of many standard tools. Many of the leading major business application
package providers (such as SAP, Siebel and Oracle) have integrated expert system capabilities into their product set as a way of setting business logic - rule engines are no longer just for determining the rules that the expert will use, but for any type of complex, unstable and critical business logic; they
often go hand in hand with business process automation and integration environments. Modern approaches to expert systems limiting the previous type of expert systems have encouraged researchers to develop new types of approaches. They have developed more efficient, flexible and powerful
approaches to simulate human decision-making. Some of the approaches developed by the researchers are based on new methods of artificial intelligence (AI), and in particular in the approaches of machine learning and data analysis with the feedback mechanism. This discussion of the section on
shortcomings is connected. Modern systems can incorporate new knowledge more easily and thus update themselves easily. Such systems can better generalize existing knowledge and deal with vast amounts of complex data. Related to this is the subject of big data here. Sometimes these kinds of
expert systems are called smart systems. The architecture of the software, illustrating the example of the back chain, forms a master's thesis in 1990. Expert systems were the first commercial systems to use knowledge-based architecture. The knowledge-based system essentially consists of two
subsystems: a knowledge base and a output engine. The knowledge base presents facts about the world. In early expert systems such as Mycin and Dendral, these facts were presented mainly as flat statements about variables. In the expert systems developed with commercial shells, the knowledge
base took over more structure and used concepts from object-oriented programming. The world was presented as classes, subclasses, and instances and approvals were replaced by the values of instances of objects. The rules worked by requesting and approving the values of objects. The output
engine is an automated reasoning system that assesses the current state of the knowledge base, applies the relevant rules, and then approves new knowledge in the knowledge base. The output engine may also include the ability to explain, so that it can explain to the user the chain of reasoning used to
obtain a specific output by tracking back beyond the shooting rules that led to the approval. There are basically two modes for the engine output: the advanced circuit and the reverse circuit. Different approaches dictate whether the output of the engine is controlled by the previous (left side) or the
subsequent (right side) rule. In the forward chain of the previous fire and approves the subsequent. For example, consider the following rule: R 1 : M a n (x) ⟹ M o t t l (x) Displaystyle R1: mathit (man) (x) implies matet Mortal (x) A simple example of a forward chain would assert a person (socratic) into
the system and then trigger the withdrawal engine. It will match R1 and claim Mortal (Socrates) into the knowledge base. The reverse chain is a little less straight forward. In reverse chain the system examines possible findings and works backwards to see if they can be true. So if the system tries to
determine if Mortal (Socrates) is true it would find an R1 and request a knowledge base to see if the person (Socrates) is true. One of the first innovations in the shells of expert systems was the integration of output engines with the user interface. It can be especially powerful with a backward chain. If the
system needs to know a specific fact but does not know, then it can simply generate the input screen and ask the user if the information is known. So in this example, he can use R1 to ask the user if Socrates was human and then use that new information accordingly. The use of rules to explicitly
represent knowledge also explained the ability. In the simple example above, if the system used R1 to claim that Socrates was Mortal, and the user wanted to understand why Socrates was mortal, they could request the system, and the system would look back at the rules that shot to trigger approval and
present these rules to the user as an explanation. In English, if the user asked: Why Socrates Mortal? The system will respond: Because all men are mortal and Socrates is a man. An important area for research has been the generation from the knowledge base in natural English, not just by showing
more formal but less intuitive rules. [40] [40] expert systems have evolved, many new methods have been incorporated into different types of engine outputs. Some of the most important ones were: Maintaining the Truth. These systems record dependencies in the knowledge base so that, when the facts
change, the dependent knowledge can be changed accordingly. For example, if the system learns that Socrates is no longer known as a person, it will undo the claim that Socrates is mortal. Hypothetical reasoning. In this, the knowledge base can be divided into many possible views, as well as worlds.
This allows the output engine to explore multiple possibilities in parallel. For example, the system may want to examine the implications of both statements, what will be true if Socrates is a person, and what will be true if he is not? Uncertainty systems. One of the first extensions of simply using rules to
present knowledge was also to link the probability to each rule. So, do not claim that Socrates is mortal, but to argue Socrates may be mortal with some probability of value. Simple probabilities have been expanded in some systems with complex mechanisms for vague reasoning, such as fuzzy logic, and
a combination of probabilities. It's a classification on theology. With the addition of object classes to the knowledge base, a new type of reasoning is possible. Along with just talking about the values of objects, the system can also talk about the structure of the object. In this simple example, a person can
represent a class of objects, and R1 can be redefined as a rule by defining the class of all men. These types of special purpose engines are called classifiers. Although they have not been highly used in expert systems, the classifiers are very powerful for unstructured volatile domains, and are a key
technology for the Internet and the emerging Semantic Web. The benefits of a knowledge-based system are to ensure that the critical information needed to run the system is explicit, not implicit. In a traditional computer program, logic is built into code, which can usually only be considered by an IT
professional. Through an expert system, the goal was to specify the rules in a format that was intuitive and easily understandable, reviewed and even edited by domain experts, not IT experts. The benefits of this apparent presentation of knowledge were rapid development and ease of service. Easy
service is the most obvious advantage. This was achieved in two ways. First, by eliminating the need to write plain code, you can avoid many common problems that can be caused by even small changes in the system with expert systems. In fact, the logical flow of the program (at least at the highest
level) was just a given to the system, just on the output engine. This also caused a second advantage: rapid prototyping. With the help of an expert shell system, it was possible several rules and a prototype developed in days rather than months or years, usually associated with complex IT projects. The
claim for an expert system that is often manufactured is that they remove the need for trained programmers and that experts can develop systems on their own. In fact, it was rarely, if ever true. Although the rules for an expert system are more clear than typical computer code, they still have a formal
syntax where an inappropriate comma or other character can cause havoc, like any other computer language. In addition, as expert systems have moved from lab prototypes to deployment in the business world, integration and maintenance issues have become much more important. Inevitably, there are
requirements to integrate and use large outdated databases and systems. To achieve this, integration required the same skills as any other type of system. Disadvantages The most common disadvantage cited for expert systems in academic literature is the problem of acquiring knowledge. Getting
domain experts time for any software application is always difficult, but for expert systems it was especially difficult because experts were by definition highly valued and in constant demand by the organization. As a result of this problem, much research in recent years of expert systems has focused on
tools to acquire knowledge to help automate the design process, debugging and maintaining the rules defined by experts. However, if you look at the life cycle of expert systems in real use, other problems - essentially the same problems as any other major system - seem at least as important as acquiring
knowledge: integration, access to large databases and performance. Performance can be particularly problematic because early expert systems were built using tools (such as earlier versions of Lisp) that interpreted code expressions without their one compilation. This provided a powerful development
environment, but with a disadvantage that it is almost impossible to match the effectiveness of the fastest composed languages (such as C). The integration of systems and databases was difficult for early expert systems because the tools were mainly in languages and platforms that were not familiar and
not welcome in most enterprise IT environments - programming languages such as Lisp and Prolog, and hardware platforms such as lisp machines and personal computers. As a result, significant efforts in the later stages of the development of expert system tools were aimed at integrating with outdated
environments such as COBOL and database systems, as well as those that are transferred to more standard platforms. These issues were resolved mainly by changing the paradigm of the client server, as PCs were gradually adopted in the IT environment as a legitimate platform for serious business
system development and as an affordable servers provided the processing power needed for AI applications. Another major problem of expert systems arises when the size of the knowledge base increases. This increases the complexity of the processing. For example, when an expert system with 100
million rules was conceived as the ultimate expert system, it became apparent that such a system would be too complex and would face too many computational problems. The output engine must be able to handle a huge number of rules to make a decision. How to check that the rules of decision
making are consistent with each other is also a problem when there are too many rules. Usually such a problem results in satisfied (SAT) wording. This is a well-known problem of NP-full bolian satiety. Assuming only binary variables, say n of them, and then the appropriate search space is a size 2 n .n.
So the search space can grow exponentially. There are also questions about how to prioritize using rules to work more effectively, or how to eliminate ambiguity (e.g. if there are too many others if tweaks under the same rule) and so on. Other problems are related to the effects of over-stress and over-
generation when using known facts and attempts to generalize other cases that are clearly not described in the knowledge base. Such problems also exist with methods that use approaches to machine learning. Another problem with the knowledge base is how to update your knowledge quickly and
effectively. In addition, adding a new piece of knowledge (i.e. adding it among many rules) is also challenging. Modern approaches, which rely on machine learning methods, are easier in this regard. Because of the above problems, it has become clear that new approaches to AI are needed instead of
rules-based technologies. These new approaches are based on machine learning techniques as well as the use of feedback mechanisms. The key challenges faced by expert systems in medicine (if we consider computer diagnostic systems as modern expert systems), and perhaps in other applications,
include such issues as: big data, existing rules, health practices, various algorithmic issues and system evaluation. Hayes-Roth apps divide expert system applications into 10 categories illustrated in the following table. An example of the applications was not in the original Hayes-Roth table, and some of
them emerged well afterwards. Any app that is not footnoted is described in the Hays-Roth book. In addition, while these categories provide an intuitive basis for describing the space of application of expert systems, they are not rigid and in some cases, the app may feature more than one category.
Category categories Addressed Examples interpretation Conclusional descriptions of the situation from the Touch Data Hearsay (Speech Recognition), PROSPECTOR Forecast Finding the likely effects of this situation Assessment of the risk of preterm birth .57 Diagnosis of the withdrawal of the system of
faults from observed CADUCEUS, MYCIN, PUFF, Mistral, Mortgage Consultant, R1 (DEC VAX Configuration), SID (DEC VAX 9000 CPU) Planning Action Planning Mission Planning for Autonomous Underwater Vehicle,61 Monitoring Comparison Observations for Reactor Vulnerability Planning '62
Debugging Providing additional solutions to complex solutions to SAINT complex problems, MATHLAB, MACSYMA RepairIng the PAL's prescribed administration plan, Intelligent Clinical Training, STEAMER, interpretation, forecasting, repairing and monitoring real-time process management, Space
Shuttle Mission Control was an early attempt to address the problem of voice recognition through an expert systems approach. For the most part, this category of expert systems was not so successful. Hearsay and all interpretation systems are essentially image recognition systems, and look for patterns
in noisy data. In the case of Hearsay, phoneme recognition is in the audio stream. Other early examples were the analysis of sonar data to detect Russian submarines. These kinds of systems have proven to be much more ineven to solve AI neural networks than the rule-based approach. CADUCEUS
and MYCIN were medical diagnostic systems. The user describes their symptoms on the computer as they would to the doctor and the computer returns the medical diagnosis. Dendral was a tool for studying the formation of hypotheses in the identification of organic molecules. The common problem it
solved - developing a solution with a set of limitations in mind - was one of the most successful areas for early expert systems used in business areas, such as the settings of VAX's Digital Equipment Corporation (DEC) computer vendors and the development of mortgage applications. Smh. PAL is an
expert system for evaluating students with multiple disabilities. Mistral is an expert dam safety monitoring system developed by Ismes in Italy in the 1990s. It receives data from an automatic monitoring system and diagnoses the condition of the dam. Its first copy, installed in 1992 at the Ridracoli Dam
(Italy), is still operational 24/7/365. It has been installed on several dams in Italy and abroad (e.g. Itaipu Dam in Brazil), as well as on landslide sites called Aidenet, and on monuments called Kaleidos. Mistral is a registered trademark of CESI. See also AI Winter CLIPS Constraint Logic Programming
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